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A. Performance Metrics

In this paper, we use the Achievable Segmentation Accu-

racy (ASA) and Boundary Recall (BR) scores as the perfor-

mance metrics for superpixel segmentation. We give more

details about these two metrics here.

Formally, let N be the number of pixels in a given im-

age and let the image be partitioned into K superpixels

S = {Sk}Kk=1
. Both metrics are evaluated using an ob-

ject segmentation dataset (e.g., BSDS500 [3]). Let G =
{Gj}Jj=1

be the J groundtruth segments in the image. We

have
∑

k |Sk| =
∑

j |Gj | = N , where |.| returns the num-

ber of pixels in a set.

For every superpixel Sk, the ASA metric finds the

groundtruth segment Gj that overlaps the most with Sk and

find the overlap area Ak between Sk and Gj . The ASA

score is computed as the ratio of total overlap area to the

total superpixel area:

ASA(S,G) =

∑K

k=1
Ak∑K

k=1
|Sk|

=
1

N

K∑

k=1

max
j

|Sk ∩Gj |. (1)

The BR score, on the other hand, measures how the

superpixel segmentation aligns with groundtruth object

boundaries. Let ∂G be the set of all groundtruth boundary

pixels. The BR score is computed as:

BR(S,G) =
TP (S,G)

TP (S,G) + FN(S,G)
=

TP (S,G)

|∂G| , (2)

where TP (S,G) and FN(S,G) are the number of true

positive and false negative boundary pixels in S. Note

that TP (S,G) + FN(S,G) is equivalent to the num-

ber of groundtruth boundary pixels |∂G|. We compute

TP (S,G) by checking every groundtruth boundary pixel.

For each groundtruth boundary pixel, if there is any super-

pixel boundary pixel within a (2r+1)× (2r+1) neighbor-

hood, TP (S,G) is increased by one. Here, r is set accord-

ing to image resolution. We use larger r for high resolution

images to have larger tolerance to boundary misalignment.

In our experiments, we use r = 1 for the BSDS500 [3]

dataset and r = 3 for the Cityscapes [5] dataset.
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Figure 1: Diagonal affinities. We can approximate the affinities

on diagonal edges by the affinities on the 4-connected edges.

B. Approximation of Diagonal Affinities

Typically, the graph-based algorithms have better seg-

mentation accuracy in the 8-connected setting, while being

slower than that with 4-connected setting. We propose an

approach to approximate the diagonal affinities from the

horizontal and vertical affinities, so that we can train the

model faster with 4-connected setting while using more ac-

curate 8-connected algorithms for testing.

Figure 1 illustrates a 2 × 3 pixel graph, where we use a

to represent the horizontal and vertical affinities and d for

the diagonal affinities. To compute d1, we first compute the

average horizontal affinity in the same grid cell

āh =
1

2
(a1 + a6), (3)

and the average vertical affinity

āv =
1

2
(a3 + a4). (4)

The diagonal affinity is then approximated by

d1 =
1√
2
min(āh, āv) =

1

2
√
2
min(a1+a6, a3+a4). (5)

We use 1
√

2
to account for longer spatial distance of diagonal

edges. Similarly, we compute d2 as

d2 =
1

2
√
2
min(a2 + a7, a4 + a5). (6)

We carry out experiments to show the effectiveness of

using 8-connected affinities. Figure 2 shows the result of the
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Figure 5: Visual results on sample BSDS500 [3] test images. We show the comparison of 200 superpixels generated by the state-

of-the-art methods and ours. We highlight the regions that object boundaries are weak. Our method can generate superpixels with better

boundary-preserving ability.
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Figure 6: Sample visual result from the Cityscapes [5] validation set. We show the comparison of 1000 superpixels generated by the

SLIC and SNIC methods.
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Figure 7: Sample visual result from the Cityscapes [5] validation set. We show the comparison of 1000 superpixels generated by the

LSC, ERS and our SEAL-ERS methods.
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Figure 8: Semantically meaningful superpixels with learned affinities . We highlight regions in Figure 6 and Figure 7. Our method is

able to produce semantically more meaningful superpixels compared to others.
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