
YANG ET AL.: HIERARCHICAL CONTRASTIVE MOTION LEARNING 1

Hierarchical Contrastive Motion Learning for
Video Action Recognition

Xitong Yang1

xyang35@cs.umd.edu

Xiaodong Yang2

https://xiaodongyang.org

Sifei Liu2

https://www.sifeiliu.net

Deqing Sun3

https://deqings.github.io

Larry Davis1

http://users.umiacs.umd.edu/~lsd

Jan Kautz2

https://jankautz.com

1 University of Maryland, College Park
2 NVIDIA
3 Google

Abstract
One central question for video action recognition is how to model motion. In this

paper, we present hierarchical contrastive motion learning, a novel self-supervised learn-
ing framework to extract effective motion representations from raw video frames. Our
approach progressively learns a hierarchy of motion features that correspond to differ-
ent abstraction levels in a network. At each level, an explicit motion self-supervision
is provided via contrastive learning to enforce the motion features to capture semantic
dynamics and evolve discriminatively for video action recognition. This hierarchical
design bridges the semantic gap between low-level movement cues and high-level recog-
nition tasks, and promotes the fusion of appearance and motion information at multiple
levels. Our motion learning module is lightweight and flexible to be embedded into
various backbone networks. Extensive experiments on four benchmarks show that our
approach compares favorably against the state-of-the-art methods yet without requiring
optical flow or supervised pre-training.

1 Introduction
Motion provides abundant and powerful cues for understanding the dynamic visual world. A
broad range of video understanding tasks benefit from the introduction of motion informa-
tion, such as action recognition [41, 48], activity detection [33, 56], object tracking [30, 32],
etc. Thus, how to extract and model motion is one of the fundamental problems in video
understanding. While early methods in this field mostly rely on the pre-computed motion
features such as optical flow, recent works have been actively exploiting convolutional neu-
ral networks (CNNs) for more effective motion learning from raw video frames [34, 48],
encouraged by the success of end-to-end learning in various vision tasks.
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Figure 1: (a) Illustration of the hierarchy of progressively learned motion: from pixel-level
and short-range movement to semantic temporal dynamics. (b) Overview of the architecture
of the proposed hierarchical contrastive motion learning framework.

A key challenge for end-to-end motion representation learning is to design an effective
supervision. Unlike many other tasks that afford plenty of well-defined annotations, the
“ground truth motion” is often unavailable or even undefined for motion learning in practice.
One popular idea is to extract motion features by means of the action recognition supervision.
However, the classification loss is shown to be sub-optimal in this task as it only provides
an implied supervision to guide motion learning [43]. This supervision is also prone to be
biased towards appearance information since some video action benchmarks can be mostly
solved by considering static images without temporal modeling [40]. Recently, some efforts
have been made to explore pretext tasks with direct supervisions for motion learning, such
as optical flow prediction [34] and video frame reconstruction [59]. Although having shown
promising results, such supervisions are restricted to pixel-wise and short-term motion as
they hinge on pixel photometric loss and movement between adjacent frames.

In light of the above observations, we introduce a novel self-supervised learning frame-
work that enables explicit motion supervision at multiple feature abstraction levels, which
we term hierarchical contrastive motion learning. Specifically, given preliminary motion
cues as a bootstrap, our approach progressively learns a hierarchy of motion features in a
bottom-up manner, as illustrated in Figure 1(a). This hierarchical design is proposed to
bridge the semantic gap between the low-level preliminary motion and the high-level recog-
nition task—analogous to the findings in neuroscience that humans perceive motion patterns
in a hierarchical way [2, 12]. At each level, a discriminative contrastive loss [5, 15] pro-
vides an explicit self-supervision to enforce the motion features at current level to predict
the future ones at previous level. In contrast to the previous pretext tasks that focus on low-
level image details, the contrastive learning encourages the model to learn useful semantic
dynamics from previously learned motion features at a lower level, and is more favorable for
motion learning at higher levels where the spatial and temporal resolutions of feature maps
are low [4, 16, 36]. To acquire the preliminary motion cues to initialize the hierarchical mo-
tion learning, we exploit the video frame reconstruction [22] as an auxiliary task such that
the whole motion representation learning enjoys a unified self-supervised setup.

We realize the proposed motion learning module via a side network branch, which is
lightweight and flexible to be embedded into a variety of backbone CNNs. As shown in
Figure 1(b), the side branch (i.e., the shaded region) for self-supervised motion learning is
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discarded after training, and only the learned motion features are retained in the form of
residual connections [20]. Our hierarchical design also promotes the fusion of appearance
and motion by integrating the motion features into the backbone network at multiple abstrac-
tion levels. This multi-level fusion paradigm is unachievable for previous motion learning
methods [7, 59] that depend solely on low-level motion supervisions.

We summarize our main contributions as follows. (1) We propose a new learning frame-
work for motion representation learning from raw video frames. (2) We advance contrastive
learning to a hierarchical design that bridges the semantic gap between low-level motion
cues and high-level recognition tasks. (3) To our knowledge, this work provides the first
attempt to empower contrastive learning in motion representation learning for large-scale
video action recognition. (4) Our approach achieves superior results on four benchmarks
without relying on off-the-shelf motion features or supervised pre-training.

2 Related Work

Action Recognition and Motion Extraction. A large family of video action research fo-
cuses on motion modeling [19, 33, 41, 52, 54, 55]. For example, the two-stream networks
model temporal information by leveraging external motion inputs such as optical flow and
frame differences [33, 41]. 3D CNNs [19, 52] and RNNs [54, 55] are also widely used to
simultaneously model appearance and motion.

To learn more explicit motion representations, ActionFlowNet [34] uses pre-computed
optical flow as an additional supervision to encode motion together with appearance. How-
ever, the approach requires the extraction of optical flow which is time-consuming and in-
feasible for large-scale datasets. Recently, TVNet [9] formulates the TV-L1 algorithm in a
customized network layer, producing optical flow like motion features to complement static
appearance. A differentiable representation flow layer is also developed in [37]. Inspired by
the correlation layer in FlowNet [8], CorrNet [48] and MSNet [25] leverage the correlation
operation to extract motion from convolutional features. All these studies employ classifica-
tion loss as an indirect supervision or mimic optical flow design to learn motion extraction,
while our approach explicitly realizes motion learning through the proposed hierarchical
contrastive learning in a fully self-supervised way.

Self-Supervised Learning (SSL). To take advantage of the abundant unlabeled videos,
numerous methods have been developed for sequence learning by various self-supervisory
signals, such as frame interpolation [7, 35], sequence ordering [11, 26], speed prediction [1,
49], future prediction [29, 58], and cross-sensor motion regularization [31]. While these
methods do not require pre-trained networks nor video annotations, they tend to focus on the
low-level information and may not effectively capture the high-level temporal dynamics.

Recently, contrastive learning has been explored for self-supervised learning of video
representations [16, 18, 38, 46, 53]. Different pretext tasks are designed to facilitate the
learning of spatio-temporal representations, such as future prediction [16, 17], augmentation
invariance [53], and multi-view co-training [18]. Unlike these existing works that leverage
SSL to learn discriminative video representations, our work focuses on extracting motion
information from raw video frames in a self-supervised manner. Our motion learning can
be naturally integrated into the supervised training process and further boosts the supervised
learning performance on large-scale datasets. This is not achievable for previous SSL meth-
ods because they only serve as a network pre-training process.
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3 Approach
Given the convolutional features {F0, ...,FL−1} at different levels of a backbone network,
our aim is to learn a hierarchy of motion representations

{
P0, ...,PL−1

}
for the correspond-

ing levels. Here, L indicates the total number of abstraction levels. As the first step, we
employ video frame reconstruction as the supervision to obtain the preliminary motion cues
P0, which function as a bootstrap for the following hierarchical motion learning. With that,
we progressively learn the motion features in a bottom-up manner. At each level l > 0, we
learn the motion features P l by enforcing them to predict the future motion features at the
previous level l− 1, as described in Sec. 3.1. We use the contrastive loss as an objective
such that P l is trained to capture semantic temporal dynamics from P l−1. The learned mo-
tion features at each level are integrated into a backbone network via residual connections
to perform appearance and motion feature fusion: Z l = F l +gl(P l), where gl(·) is used to
match the feature dimensions. After learning motion at all levels, we jointly train the whole
network for action recognition in a multi-tasking manner, as presented in Sec. 3.2.

3.1 Self-Supervised Motion Learning
Prime Motion Block. We first introduce a lightweight prime motion block (PMB) to trans-
form the convolutional features of a backbone network to more discriminative representa-
tions for motion learning. The key component of this block is a cost volume layer, which
is inspired by the success of using cost volumes in stereo matching [21] and optical flow
estimation [45]. An illustration of PMB is shown in Figure 2 (a).

Given a sequence of convolutional features F = {F0, ...,FT−1} with length T , we first
conduct a 1×1×1 convolution to reduce the input channels by 1/β , denoted as F̃ . This
operation significantly reduces the computational overhead of prime motion block, and pro-
vides more compact representations to reserve the essential information to compute cost
volumes. The adjacent features are then re-organized to feature pairs F̃∗ = {(F̃0, F̃1), ...,
(F̃T−2, F̃T−1),(F̃T−1, F̃T−1)} for constructing the cost volumes. The matching cost between
two features is defined as: cvt(x1,y1,x2,y2) = sim(F̃t(x1,y1), F̃t+1(x2,y2)), where F̃t(x,y) de-
notes the feature vector at time t and position (x,y), and the cosine distance is used as the
similarity function: sim(u,v) = uT v/‖u‖‖v‖. We replicate the last feature map F̃T−1 to com-
pute their cost volume in order to keep the original temporal resolution. We limit the search
range with the max displacement of (x2,y2) to be d and use a striding factor of s to handle
large displacements without increasing the computation. As a result, the cost volume layer
outputs a feature tensor of size M×H×W , where M = (2×bd/sc+1)2 and H,W denote the
height and width of a feature map. Note that computing cost volumes is lightweight as it has
no learnable parameters and much fewer FLOPs than 3D convolutions. Finally, we combine
cost volumes with features obtained after dimension reduction, motivated by the observation
that the two features are complementary for localizing motion boundaries.

Preliminary Motion Cues. Although the prime motion block extracts rough motion fea-
tures from convolutional features, we find that such features are easily biased towards appear-
ance when jointly trained with the backbone network. Thus, an explicit motion supervision
is vital for more effective motion learning at each level.

To initialize the progressive training, the preliminary motion cues, i.e., P0, are required
as a bootstrap. They should encode some low-level but valid movement information to fa-
cilitate the following motion learning. Therefore, we adopt video frame reconstruction to
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Figure 2: (a) Architecture of the prime motion block. (b) Overview of our contrastive motion
learning that adopts the higher-level motion features to predict the future ones at the lower
level, as well as the illustration of positive and negative samples.

guide the extraction of preliminary motion cues. This task can be formulated as a self-
supervised optical flow estimation problem [22], aiming to produce optical flow to allow
frame reconstruction from neighboring frames. Motivated by the success of recent work on
estimating optical flow with CNNs [44], we build a simple optical flow estimation module
using 5 convolutional layers with dense connections. We make use of the estimated optical
flow to warp video frames through bilinear interpolation. The loss function consists of a
photometric term that measures the error between the warped frame and the target frame,
and a smoothness term that handles the aperture problem that causes ambiguity in motion
estimation: Lreconstruct = Lphotometric +ζLsmoothness. We define the photometric error as:

Lphotometric =
1

HWT

T

∑
t=1

W

∑
x=1

H

∑
y=1

1ρ
(
It(x,y)− Ît(x,y)

)
, (1)

where Ît indicates the warped frame at time t and ρ(z) = (z2 + ε2)α is the generalized Char-
bonnier penalty function with α = 0.45 and ε = 1e−3, and the indicator function 1 ∈ {0,1}
excludes invalid pixels that move out of the image boundary. Additionally, we compute the
smoothness term as:

Lsmoothness =
1
T

T

∑
t=1

ρ(∇xUt)+ρ(∇yUt)+ρ(∇xVt)+ρ(∇yVt), (2)

where ∇xU/V and ∇yU/V are the gradients of estimated flow fields U/V in x/y directions.

Hierarchical Motion Learning. Given above preliminary motion cues as a bootstrap, we
propose to learn higher-level motion representations using a multi-level self-supervised ob-
jective based on the contrastive loss [5, 14, 15]. Our goal is to employ the higher-level motion
features as a conditional input to guide the prediction of the future lower-level motion fea-
tures that are well-learned from a previous step. By this way, the higher-level features are
forced to understand a more abstract trajectory that summarizes motion dynamics from the
lower-level ones. This objective therefore allows us to extract slowly varying features that
progressively correspond to high-level semantic concepts [16, 36].

Formally, let us denote the motion features generated by the prime motion block at level
l > 0 as P l =

{
Pl

0, ...,P
l
T−1
}

. In order to train P l , we enforce Pl
t to predict the future motion

features at the previous level (i.e., Pl−1
>t ), conditioned on the motion feature at the current

time Pl−1
t , as illustrated in Figure 2(b). In practice, a predictive function fδ is applied for

the motion feature prediction at time step t + δ : P̂l−1
t+δ

= fδ ([Pl
t ,P

l−1
t ]), where [·, ·] denotes

channel-wise concatenation. We employ a multi-layer perception (MLP) with one hidden
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layer as the prediction function: fδ (x) =W (2)
δ

σ(W (1)x), where σ is ReLU and W (1) is shared
across all prediction steps in order to leverage their common information. We define the
objective function of each level as a contrastive loss, which encourages the predicted P̂l−1 to
be close to the ground truth Pl−1 while being far away from the negative samples:

Ll
contrastive =−∑

i∈S

[
log

exp(sim(P̂l−1
i ,Pl−1

i )/τ)

∑ j∈S exp(sim(P̂l−1
i ,Pl−1

j )/τ)

]
, (3)

where the similarity function is the same cosine similarity used in computing cost volumes,
and S denotes the sampling space of positive and negative samples.

As shown in Figure 2(b), the positive sample of the predicted feature is the ground-truth
feature that corresponds to the same video and locates at the same position in both space and
time as the predicted one. Similar to [16], we define three types of negative samples for all
prediction and ground-truth pairs: spatial negatives, temporal negatives and easy negatives.
Considering efficiency, we randomly sample N spatial locations for each video within a mini-
batch to compute the loss. Please see the supplementary material for more sampling details.
As illustrated in Figure 1(b), the contrastive motion learning is performed for multiple levels
until the motion hierarchy of the whole network is built up.

Progressive Training. Training the multi-level self-supervised learning framework simul-
taneously from the beginning is infeasible, as the lower-level motion features are initially not
well-learned and the higher-level prediction would be arbitrary. To facilitate the optimiza-
tion process, we propose a progressive training strategy that learns motion features for one
level at a time, propagating from low-level to high-level. In practice, after the convergence
of training at level l−1, we freeze all network parameters up to level l−1 (therefore fixing
the motion features P l−1), and then start the training for level l. In this way, the higher-level
motion features can be stably trained with the well-learned lower-level ones.

3.2 Joint Training for Action Recognition

Our ultimate goal is to improve video action recognition with the learned hierarchical motion
features. To integrate the learned motion features into a backbone network, we wrap our
prime motion block into a residual block: Z l = F l +gl(P l), where F l is the convolutional
features at level l, P l is the corresponding motion features obtained in Sec. 3.1, and gl(·) is
a 1×1×1 convolution. This seamless integration enables end-to-end fusion of appearance
and motion information over multiple levels throughout a single unified network, instead of
learning them disjointly like two-stream networks [41]. After the motion representations are
self-supervised learned at all levels, we add in the classification loss to jointly optimize the
total objective, which is a weighted sum of the following losses:

Ltotal = Lclassification +λLreconstruct +∑
l

γ
lLl

contrastive, (4)

where λ and γ l are the weights to balance related loss terms. As illustrated in Figure 1(b), our
multi-level self-supervised learning is performed through a side network branch, which can
be flexibly embedded into standard CNNs. Furthermore, this self-supervised learning side
branch is discarded after training so that our final network can well maintain the efficiency
at runtime for inference.
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Input Supervision ScoreAction Reconstruction Contrastive

Level 1
3 2.3

3 3.1
3 –

Level 2
3 1.7

3 2.5
3 3.0

Level 3
3 2.4

3 1.7
3 3.0

Table 1: Comparison of efficacy scores of the
motion features learned at different levels un-
der different supervisory forms.
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Figure 3: Comparison of the top-1 accuracy
on UCF-101 with incrementally adding the
proposed motion learning blocks.

4 Experiments

We evaluate the proposed approach on four benchmarks: Kinetics-400 (K400) [3], Something-
Something V1&V2 (SS-V1&V2) [13] and UCF-101 [42]. Our motion learning module is
generic and can be instantiated with various video networks [3, 47, 51]. In our experiments,
we use the standard networks R2D [51] and R(2+1)D [47] as our backbones. We follow
the standard recipe in [10] for model training. Note that all models are trained from scratch
or self-supervised pre-trained without additional annotations or pre-computed optical flow.
More details on datasets and implementations are available in the supplementary material.

4.1 Ablation Study

Supervision for Motion Learning. We first compare the motion features learned at differ-
ent levels by different supervisions. As our motion learning is based on the self-supervisions
that are not directly related with the final action recognition, we first define a measurement
to reflect the efficacy of the learned motion features. Towards this goal, we take the extracted
motion feature as input and train a lightweight classifier for action recognition on UCF-101.
We define the efficacy score as: Score = Acctrain/(Acctrain−Acctest), where Acctrain and
Acctest indicate the top-1 accuracy on the training and test sets. Intuitively, a higher score
implies that the representation is more discriminative (with higher training accuracy) and
generalizes better (with a lower performance gap between training and testing).

Table 1 shows the efficacy scores of motion features at different levels with different
supervisions, where “action” indicates the supervision by action classification, and “recon-
struction” and “contrastive” refer to the supervisions by frame reconstruction and contrastive
learning. Levels 1, 2 and 3 correspond to the motion features extracted after res2, res3
and res4 of R2D. We observe that the self-supervision of low-level frame reconstruction is
particularly effective at level 1, but its performance degrades dramatically at higher levels
due to lower spatial/temporal resolutions and higher abstraction of convolutional features.
In contrast, the proposed self-supervision by hierarchical contrastive learning is more stable
over different levels and more effective to model motion dynamics. It is also observed that
the self-supervision, with correct choices at different levels, consistently outperforms the
supervision by action classification, which is consistent with the findings in [7, 34, 43]. In
Figure 4, we visualize the estimated optical flow, the by-product of frame reconstruction at
each level, and find that more accurate optical flow indeed presents at lower levels.
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Methods PMB Self-Sup FLOPs UCF-101 SS-V1 K400

Baseline: R2D 1.00× 66.0 / 86.0 36.1 / 68.1 64.8 / 85.1
Ours: R2D 3 1.18× 71.6 / 89.7 43.6 / 74.7 65.6 / 85.5
Ours: R2D 3 3 1.18× 79.8 / 94.4 44.3 / 75.8 67.3 / 86.4

Baseline: R(2+1)D 1.00× 68.0 / 88.2 48.5 / 78.1 66.8 / 86.6
Ours: R(2+1)D 3 1.11× 73.4 / 92.1 49.2 / 77.9 67.4 / 86.9
Ours: R(2+1)D 3 3 1.11× 80.7 / 95.6 50.4 / 78.9 68.3 / 87.4

Table 2: Ablation study on the prime motion block (PMB) and self-supervision (Self-Sup)
for action recognition. We report the computational cost and top-1 / top-5 accuracy (%) on
the three benchmarks. Models are evaluated using a single clip per video to eliminate the
impact of test-time augmentation.

Figure 4: Visualization of the estimated optical flow at different feature abstraction levels.
For each group, columns 1-2 are adjacent frames; column 3 is the reference optical flow
extracted by [28]; columns 4-6 are the estimated optical flow at levels 1, 2 and 3.

Contributions of Individual Components. We verify the contributions of the proposed
components in Table 2. It is obvious that our approach consistently and significantly im-
proves the action recognition accuracy for both 2D and 3D action networks. Our prime mo-
tion block provides complementary motion features at multiple levels, and the self-supervision
further enhances the representations to encode semantic dynamics. In particular, for the
dataset that heavily depends on temporal information like SS-V1, our approach remarkably
improves the performance of baseline R2D by 8.2%. For the dataset that is small-scale and
tends to overfit to the appearance information like UCF-101, our method improves model
generalization and achieves 13.8% improvement. Moreover, our motion learning module
only introduces a small overhead to FLOPs of the backbone network.

We next validate the contribution of our motion learning at each level by incrementally
adding the proposed motion feature learning block to the baseline. Figure 3 demonstrates the
results based on the backbones of R2D and R(2+1)D on UCF-101. We observe that notable
gains can be obtained at multiple levels, and the performance gain does not vanish with
the increase of motion learning blocks, suggesting the importance of leveraging hierarchical
motion information across all levels.

4.2 Comparison with State-of-the-Art

Supervised Action Recognition. We compare our approach with the state-of-the-art meth-
ods on the four action recognition benchmarks. Table 3 shows the comparisons on K400 and
SS-V1&V2. Without using optical flow or supervised pre-training, our model based on back-
bone R(2+1)D-101 achieves the best results among the single-stream methods over all three
datasets. Our approach also outperforms most two-stream methods, apart from the recent
two-stream TSM [27] on SS-V2. As for the datasets that focus more on temporal modeling
like SS-V1&V2, 2D networks are usually not able to achieve as good results as 3D mod-
els. However, by equipping with the proposed motion learning module, we find that our
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Methods Pre-train Flow Arch. (Depth) GFLOPs×Views† K400 SS-V1 SS-V2

I3D [3] IN-1K 3 I3D 216 × N/A 75.7 – –
S3D-G [52] IN-1K 3 S3D 143 × N/A 77.2 48.2 –
Non-local [51] IN-1K NL R3D (50) 282 × 30 76.5 44.4 –
R(2+1)D [47] Sports1M 3 R(2+1)D (34) 304 × 115 75.4 – –
TSM [27] IN-1K R2D (50) 65 × 30 74.7 49.7 63.4
ECO [60] – 3 ECOEn N/A 70.0 49.5 –
SlowFast [10] – SlowFast (101) 106 × 30 77.9 – –

Disentangling [57] IN-1K Disentangling N/A 71.5 – –
D3D [43] IN-1K S3D N/A 75.9 – –
STM [23] IN-1K R2D (50) 66.5 × 30 73.7 50.7 64.2
Rep. Flow [37] – R(2+1)D (50) N/A 77.1 – –
MARS [6] – 3D ResNeXt (101) N/A 72.7 – –
DynamoNet [7] – STCnet (101) N/A 77.9 – –

Ours – R2D (50) 49 × 30 74.8 46.2 59.4
Ours – R(2+1)D (101) 150 × 30 78.3 52.8 64.4

Table 3: Comparison of the top-1 accuracy (%) with the state-of-the-art methods on
Kinetics-400 (K400) and Something-Something V1&V2 (SS-V1&V2). IN-1K indicates the
ImageNet-1K dataset. † GFLOPs and views are reported for the experiments on K400.

Methods Dataset Acc.

TSN [50] IN-1K + K400 91.7
TSM [27] IN-1K + K400 95.9
I3D [3] IN-1K + K400 95.4
S3D-G [52] IN-1K + K400 96.8
LGD-3D [39] IN-1K + K600 97.0
Disentangling [57] IN-1K + K400 95.9
D3D [43] IN-1K + K400 97.0
STM [23] IN-1K + K400 96.2
DynamoNet [7] YT-8M + K400 97.8
R(2+1)D [47] K400 96.8
MARS [6] K400 97.0

Ours, R(2+1)D-101 K400 97.8

Table 4: Comparison with supervised
learning methods on UCF-101 (3 splits).
Models are first supervisedly pre-trained
on large-scale datasets and then fine-
tuned on UCF-101.

Method Dataset Res. Arch. (depth) Acc.

OPN [26] UCF 224 VGG (14) 59.8
ActionFlowNet† [34] UCF 224 R3D (18) 83.9
DynamoNet [7] YT-8M 112 STCNet (133) 88.1
3D-Puzzle [24] K400 224 R3D (17) 63.9
DPC [16] K400 128 R-2D3D (33) 75.7
SpeedNet [1] K400 224 S3D-G (23) 81.1
PacePred [49] K400 112 R(2+1)D (18) 77.1
MemDPC-RGB [17] K400 224 R-2D3D (33) 78.1
CVRL [38] K400 224 R3D (50) 92.1
CoCLR-RGB† [18] K400 128 S3D (23) 87.9

Ours (random init.) – 128 S3D (23) 77.0
Ours K400 128 S3D (23) 87.1

Table 5: Comparison with the self-supervised
methods on UCF-101 (split-1). Duration of the
pre-training datasets: UCF (1d), K400 (28d),
YT-8M (1y). † denotes the methods requiring
pre-extracted optical flow for model training.

method based on backbone R2D-50 outperforms some 3D models, such as R(2+1)D and
NL I3D. Our approach also achieves superior results compared with the most recent work
that are specifically designed for temporal motion modeling (i.e., the second group in Ta-
ble 3). More importantly, our motion learning is fully self-supervised from raw video frames
without any supervisions from optical flow or pre-trained temporal stream.

We also conduct experiments on UCF-101 to demonstrate the transferability of our
learned features to small-scale datasets. Following the standard setting in previous work [3,
39], we pre-trained our models on K400 for action classification and then finetune the
weights on UCF-101. We report the average accuracy over all 3 splits. As shown in Ta-
ble 4, our approach achieves 97.8% top-1 accuracy, comparable with the state-of-the-art
results among the single-stream methods on UCF-101.

Self-Supervised Pre-Training. Self-supervised learning of video representations has been
gaining increasing attention in recent years [7, 11, 16, 24, 26]. In addition to hierarchical
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Figure 5: Examples of the retrieved videos to
reflect the different motion semantics learned
by the motion features at different levels.

Motion Top-2 Classes with Largest Relative Gains

Low- “turning the camera left" (73.8)
level “turning the camera right" (71.7)

Mid- “showing smth to the camera" (0→ 19.4)
level “showing smth behind smth" (0→ 12.2)

High- “pulling two ends of smth" (0→ 14.0)
level “tipping smth with smth in it" (0→ 12.5)

Table 6: Comparison of video classifica-
tion accuracy using the motion features
learned at different levels.

motion learning, our approach can also serve as pre-training of a network. As an example,
after self-supervised motion learning on K400 (without using its action labels), we fine-tune
the network on UCF-101 for action recognition, as shown in Table 5. For fair comparisons,
we adopt the S3D network as backbone and follow the same experimental setting as used in
CoCLR [16]. Interestingly, our approach is capable of learning effective video representa-
tion that is comparable with state-of-the-art self-supervised learning methods, even though
network pre-training is not the main focus of our work. Note that previous work requires
pre-extracted optical flow for model training [18, 34] or much larger pre-training datasets
such as YouTube8M (YT-8M) [7] to achieve state-of-the-art results.

4.3 Analysis on Motion Features at Different Levels
Here we investigate the different semantics integrated in the motion features learned at dif-
ferent levels. We first conduct a video retrieval experiment using the learned motion features
and find that motion features at lower levels tend to retrieve the videos sharing similar ele-
mentary movements but lacking of high-level action correlation, as illustrated in Figure 5.

Based on the retrieval results, we can further build a k-nearest-neighbor (KNN) classifier
that assigns the query video to the majority action class among its top k nearest neighbors.
As shown in Table 6, using low-level motion features can obtain relatively high accuracy
for some action classes with apparent moving patterns (e.g., “turning the camera left"). This
indicates that the low-level motion features are capable of extracting elementary movements
from raw video frames. On the other hand, motion features at higher levels can recognize
actions that require finer understanding of high-level motion semantics (e.g., “pulling two
ends of smth"). More details are available in the supplementary material.

5 Conclusion
We have presented hierarchical contrastive motion learning, a multi-level self-supervised
framework that progressively learns a hierarchy of motion features from raw video frames.
A discriminative contrastive loss at each level provides explicit self-supervision for mo-
tion learning. This hierarchical design bridges the semantic gap between low-level motion
cues and high-level recognition tasks, meanwhile promotes effective fusion of appearance
and motion information to finally boost action recognition. Extensive experiments on four
benchmarks show that our approach compares favorably against the state-of-the-art methods
yet without requiring optical flow or supervised pre-training.
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